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Abstract— In this paper, we present a novel method to gender 
classification using a new simple feature extraction which 
extracts geometric features such as distance between eyebrow to 
eye, eyebrow to nose top, nose top to mouth, eye to mouth, left 
eye to right eye, width of nose, width of mouth. First to extract 
these features by using Viola Jones algorithm and then apply 
Artificial Neural Network. The features set is applied to three 
different applications: face recognition, facial expressions 
recognition and gender classification, which produced the 
reasonable results in all database. We described two phases such 
as feature extraction phase and classification phase. These 
features provide input to trained neural networks. The neural 
networks have been proposed for classification purpose. The 
networks have been trained to produce value 1 for male and 0 
for female. Output of these neural network determines the 
gender of the person. The results using a training database of 
100 male and 100 female images from CIPM institute. 
 
Keywords— Feature Extraction, Gender Classification, Back 
Propagation neural network. 
 

I. INTRODUCTION 
Gender classification problem is an active research area 
which has attracted a great deal of attention recently. It is a 
challenging pattern recognition problem. Generally gender 
classification involves a process of determining the gender of 
a subject from face images. The face images analysis plays an 
important role in computer vision. Face images analysis has 
been successfully used in many applications ranging from 
biometric to robotic-human interaction. Current face detection 
applications operate with high accuracy as compared to 
gender classifications systems, because gender classification 
systems do not offer same level of performance and accuracy. 
Face is a very important biometric feature of human. 
Automatic recognizing and analyzing of face is one of 
challenging tasks in object recognition. Successful 
performing this task allows many applications in human 
computer interaction. Gender plays a significant role in our 
interactions in society and with computers [4]. Actually 
Gender classification is a binary classification problem in 
which one has to predict an image belongs to a man or 
woman. It is an easy job for a person but a challenging one 
for computers [5].  
In this paper the gender classification problem is solved in an 
efficient manner. Face portion of the image is extracted from 
the image using Viola & Jones [1], this helps in reducing the 

complexity of the proposed method. Then to apply the 
artificial neural network by using back propagation algorithm. 
The method is tested on CIPM institute of face images 
dataset.  The results obtained are better than other methods in 
practice. The results using a training database of 100 male 
and 100 female images from CIPM institute. The gender is 
classified on the basis of distance between eye brow to eye, 
eyebrow to nose top, nose top to mouth, eye to mouth, left 
eye to right eye, width of nose, width of mouth by using the 
Artificial Neural Network. The features are extracted by using 
Viola Jones Algorithm and Leonardo Da Vinci principal is 
used for geometry of faces. We use a fast and reliable method 
that is capable of classifying genders based on a simple 
feature extraction. The efficiency of the proposed method 
makes it a good choice for real-time systems. The database 
was created by taking 100 images of males and females from 
CIPM institute. In the database there were some images of 
males appearing as a females and females appearing as males, 
this method successfully classified all the images into males 
and females. Gender classification is one of the more 
important visual tasks for an extremely social animal like us 
humans many social interactions critically depend on the 
correct gender perception of the parties involved. Visual 
information from human faces provides one of the more 
important sources of information for gender classification. 
A novel model for face detection and gender identification 
based on logistic regression. We allow the Gabor filter 
features to be selected arbitrarily in a large feature set. In this 
way, the features selection can be more discriminative, and 
hence our approach is more accurate for gender identification. 
Our approach is able to handle a wide range of variations in 
static color images, based on a lighting compensation 
technique and a nonlinear color transformation. The gender is 
identified from color images using logistic regression. In that 
method, first to detect the face, after detecting the face to 
extract the feature from face then to generate the face vector 
and at last to apply the logistic regression method.[1] 
Many different techniques for solving the problem of gender 
identification from facial features. These techniques includes 
support vector machine, geometric features based method, 
graph matching method and neural network based method. In 
any feature based classification model the first step is feature 
extraction. Many algorithms have been proposed to locate 
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faces in an image and extract facial features from facial 
images. 
In this paper, face detection and gender classification methods 
are combined. The face detection acts as a preprocessing 
operation to the gender classifier that determines the gender. 
The most important factors are usually the detection and 
classification accuracies. The other important factors are 
detection and classification speed. 
  

II. METHODOLOGY 
Complete algorithm can be divided in four categories. 

A. Face Detection 
B. Feature Extraction 
C. Back Propagation Neural Network 
D. Gender Classification 

 
Fig. 1 Architecture of Gender Classifier 

A. Face Detection 
To achieve fast and efficient classification, we need to 
identify features which are most relevant for classification 
task. The face is detected by using Viola Joans Algorithm. 
This is well known and robust frontal face detection; its 
calculation is very fast. This detector extract faces from the 
image by starting from top left corner and ending at bottom 
right corner of an image. Face Detection one of the most 
important tasks of any facial classification method system. 
  

 
Fig. 2 Face Detection 

 
 
 

B. Feature Extraction  
The Leonardo Da Vinci principal is used for feature 
extraction, which determines the geometry of the faces. The 
distance between head to chin, width of head, width of nose 
etc. are calculated for the geometry of the face.  

 
 

 
 

Fig. 3 Features Extraction 
 

C. Back propagation Neural Networks (BPN) 
Back propagation neural networks are used for classifying the 
gender. Any network must be trained in order to perform a 
particular task. In training process, training data set is 
presented to the network and network’s weights are updated 
in order to minimize errors in the output of the network. Back 
propagation neural networks uses back propagation algorithm 
for training the network. Back propagation algorithm used 
can be divided in following three steps.  
The Back Propagation Algorithm is described below. 
 
1. Selection and Preparation of Training Data:-  
 Training set contains 100 images of male and 100 images of 
females.  
 2. Modification of connection weights:-  
The training data set consists of input signals assigned with 
corresponding target. The network training is an iterative 
process. In each iteration weights coefficients of nodes are 
modified using new data from training data set. Modification 
is calculated using back propagation algorithm described 
below.  
Step 1:- Choose an input data from training set and compute 
output of each node in hidden and output layer using 
activation function.  
 Step 2:- Output signal of the network is compared with the 
desired output value (the target), which is found in training 
data set. The difference is calculated using Mean Squared 
Error and called error signal of output layer nodes.  
 Step 3:- It is impossible to calculate error signals for nodes in 
hidden layer directly as desired output values. To calculate 
error signals to such nodes, idea is to propagate error signals 
in output layer nodes back to nodes of hidden layer which 
provide input to that particular node in output layer.  
Step 4:- When error signal for each node is computed, 
weights associated with different connections can be modified 
by delta rule. 
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 3. Repetitions:-  
Once the above procedure is completed for all examples in 
training set, same procedure must be repeated many times 
until the Mean Square Error (MSE) drops below a specified 
value. When this happens, the network is performing 
satisfactorily and the training session is completed.  
 

D. Gender Classification 
The gender classification procedure is described in this 
section. First step in any classification technique is the 
detection of face. Once all facial features are extracted, a 
classifier has been trained which can classify as a male or 
female. The Back Propagation Neural Network has been used 
for classifying the gender. The gender are classified on the 
basis of distance between eyebrow to eye, eyebrow to nose 
top, nose top to mouth, eye to mouth, left eye to right eye, 
width of nose, width of mouth.  

 
Fig. 4 Gender Classified 

 
• Flow Chart of Proposed System: 

In the proposed system, there are two phase such as training 
phase and testing phase. 
A. Training Phase: 

 
Fig. 5 Training Phase 

B. Testing Phase: 

 
Fig. 6 Testing Phase 

 

III. EXPERIMENTAL RESULT 
The gender is classified on the basis of distance between eye 
brows to eye, eyebrow to nose top, nose top to mouth, eye to 
mouth, left eye to right eye, width of nose, width of mouth by 
using the Artificial Neural Network. The features are 
extracted by using Viola Jones Algorithm and Leonardo Da 
Vinci principal is used for geometry of faces. The threshold 
value set for male and female. If the calculated value is 1 then 
output is Male otherwise female. We use a fast and reliable 
method that is capable of classifying genders based on a 
simple feature extraction. The efficiency of the proposed 
method makes it a good choice for real-time systems.  
 

A. Data Set 
The database was created by taking 100 images of males and 
females from CIPM institute. In the database there were some 
images of males appearing as a females and females 
appearing as males, this method successfully classified all the 
images into males and females. 

 
Fig. 7 Sample Image from Database 
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TABLE I: 
 COMPARISON RESULT OF DIFFERENT ALGORITHM 

 

 
Fig. 8 Accuracy of Different Algorithm 

 

IV. CONCLUSION 
In this, we classify the gender on the basis of features. When 
to classify the gender, first to detect the face, once the face is 
detected then to extract the features by using Viola Jones 
Algorithm, once the features are extracted then to apply the 
back propagation neural network for classifying the gender. 
This paper presents the results with hundred male and 
hundred female images. The proposed system has a low 
complexity and is suitable for real time implementations. In 
the database there were some images of males appearing as a 
females and females appearing as males, this method 
successfully classified all the images into males and females. 

 
 

 
Fig. 9 GUI panel for Gender Classification 

         
Fig. 10 some output result of gender classification 
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